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The range of legitimate methods in IS research has expanded considerably
over the past 20 years, a process to which IFIP Working Group 8.2 is seen to
have made an important contribution. This has probably made it even harder,
however, for IS researchers to know what constitutes good methodological
practice. This paper addresses this issue from two angles: first through a criti-
cal analysis of claims made in the IS literature regarding the characteristics of
good research; and second through an examination of the use of methodology,
as reported in a number of IS research papers. The characteristics of good
research considered are that it should follow the scientific method; that it
should fulfil certain criteria; that it should be relevant; and that it should
employ multiple methods Each of these is shown to have limitations. With
respect to methodology in practice, the analysis indicates a remarkable lack of
consistency in the reporting of IS research. The implications of these findings
are discussed.

1 INTRODUCTION

One of the particular contributions of IFIP Working Group 8.2, as the call for
papers for this conference describes, is seen to have been in enlarging the range of
research methodologies considered legitimate in the Information Systems (IS) research
field. Although itself not perhaps the key legitimating institution, Working Group 8.2
has provided a forum for discussion of, and reflection upon, the methods appropriate to
IS research, and is considered as being in the vanguard of the adoption of new,
especially qualitative and interpretative, methods, as it has been in the use of social
theory (Jones 2000D).
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122 Part 2: Reflections on the IS Discipline

While increasing the number of recognized methodologies and theories in the field
may have enriched the way in which IS are studied, it does not mean that better insight
has necessarily been gained on IS phenomena, as this may be considered to depend, at
least in part, on the way in which methodologies are used and related to the theories
employed. Indeed, the proliferation of methodologies and theories may actually make
it harder to judge whether research has been conducted well, as greater diversity and
specialization within the field increasingly limits any particular individual’s knowledge,
let alone experience, of more than a small proportion of available methods and theories,
leaving them unable to comment effectively on other approaches. Unless, however, it
is decided that this means that there is no basis for saying whether a particular piece of
research has been done well or not, some concept of good methodological practice
would still seem necessary.

Although, as has been noted, the appropriate use of both methodology and theory
are important to good research, it would seem feasible to give proper consideration to
only one of them in a paper of this sort. The current focus, therefore, reflecting that of
the 1984 Manchester conference, will be on methodology, that is, what constitutes good
practice with respect to the use of methodology and how can it be identified?

In this paper, this question will be approached from two angles, firstly in terms of
espoused theory and secondly in terms of theory in practice. Initially, therefore, various
statements from the IS literature, both direct and indirect, about the characteristics of
good methodological practice will be identified, discussed, and their assumptions
critically explored. Then the question will be examined empirically, considering how
methodology is actually used in a number of papers that may be seen to be examples of
good practice in IS research. Finally the results of this analysis and its implications for
IS research practice will be discussed.

2 CHARACTERISTICS OF GOOD RESEARCH
METHODOLOGY: IN PRINCIPLE

An examination of the IS literature suggests the existence of at least four different,
but sometimes connected, views on the characteristics of good research from a
methodological perspective. These are that good research should follow the scientific
method; that good research should fulfil certain criteria; that good research should be
relevant; and that good research should employ multiple methods. The first of these is
generally considered to be the mainstream view in IS research, as the continuing
dominance of positivist papers in the literature may be seen to demonstrate
(Nandhakumar and Jones 1997; Orlikowski and Baroudi 1991; Vessey et al. 2002). It
is, therefore, to this that attention is initially directed.

2.1 Good Research Follows the Scientific Method

This view is promoted in many standard works on research methodology in the
social sciences as well as business and management (the likely reference point for IS
researchers in the absence of specific IS research textbooks). Yin (1993, p. xvi), for
example, argues that “case studies that follow the procedures from ‘normal’ science are
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likely to be of higher quality than case studies that do not,” while Cooper and Schindler
(1998, p. 15) write that “good [business] research follows the standards of the scientific
method,” and King, Keohane, and Verba (1994, p. 7) argue that good research, is by
definition, scientific, following the same logic of inference whether “quantitative or
qualitative in style.” This is endorsed in the IS literature by writers such as Emery
(1989, p. xi) who argued in an MIS Quarterly editorial that IS research papers should
meet “the strict criteria for rigorous scientific research,” Remenyi and Williams (1995,
p. 191), who state that “to [undertake research] satisfactorily...the researcher should
comply with the ‘scientific method,”” and Lee (1989, p. 33), who sought to demonstrate
that IS case studies can satisfy “the standards of the natural science model of scientific
research.”

Notwithstanding the substantial body of studies in the sociology of science that
show that research practice in the natural sciences may bear little relation to such
standards (e.g., Collins 1985; Latour and Woolgar 1979; Pickering 1992), advocates of
“the scientific method” often seek to present characteristics that scientific management
or IS research should display. Sekaran (1992, p. 10), for example lists these as “purpo-
siveness, rigor, testability, replicability, precision and confidence, objectivity, generali-
zability and parsimony.” More concretely, Emery (1989, p. xi) argued that scientific IS
research

should satisfy the traditional criteria for high quality scholarly research. It
should be based on a set of well-defined hypotheses, unbiased and reproducible
procedures for collecting evidence that supports or refutes the hypotheses, and
sound analytical procedures for drawing appropriate conclusions from the
evidence. Thisresearch often involves the collection of considerable quantities
of quantitative data through such means as laboratory experiments or survey
instruments [and] the data are then subjected to statistical analysis to draw the
appropriate inferences from the research.

Good research, it would seem, is necessarily positivist in epistemology and may be
identified by evidence of its adherence to such precepts of the scientific method.

2.2 Good Research Fulfils Certain Criteria

While apparently widely accepted in the IS research field, the syllogism that good
research follows the scientific method, the scientific method is positivist, therefore, good
research is positivist has also been the focus of considerable criticism, not least at con-
ferences of IFIP Working Group 8.2. Indeed, as Fitzgerald et al. (1985, p. 3) note, the
first Manchester conference was originally entitled “Information Systems Research—
A Doubtful Science?” and specifically sought to call into question the idea that the “the
scientific research methodology is the only relevant methodology for information
systems research.”

Evidence of the success of this challenge may be found in an MIS Quarterly
editorial (DeSanctis 1993) less than five years after Emery’s pronouncement. This
suggested that the association of good research with positivism was not a required one,
and that interpretive studies could also be of high quality (i.e., publishable in a strong
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scholarly journal devoted to good science). This breaking of the alleged positivist
monopoly on good IS research, however, did not necessarily lead to a complete
abandonment of the notion that good research fulfils certain criteria (and may be judged
by whether it demonstrates this in its reports). Rather it lead, in some circles at least, to
calls for the development of alternative “criteria for judging qualitative, case and inter-
pretive research in IS” (Lee et al. 1995, p. 367), the most widely recognized response
to which may be the “principles for conducting and evaluating interpretive field studies
in information systems” of Klein and Myers (1999). Thus while they are careful to
emphasize that their principles are “not like bureaucratic rules of conduct,” nor should
their use be considered mandatory, Klein and Myers’ claim that they offer an alternative
to “inappropriate (positivist) criteria” (p. 81) may be seen to suggest that they fulfil a
comparable function to these criteria, albeit from a markedly different philosophical
perspective.

This idea, that research reports exhibiting certain characteristics are necessarily
indicative of superior research practice than reports lacking them, however, may be seen
as relying on a number of assumptions: first, that consensus can be reached on
appropriate criteria, if not for all research, then at least for particular types; secondly,
that evidence of having met these criteria is sufficient to establish the merits of a
particular piece of research; and finally, that the presence of claims concerning these
criteria accurately describes research practice. The first of these assumptions is clearly
not restricted to claims based on the content of research reports. The latter two,
however, may be seen to be vulnerable to the criticism that they treat research reports
as adequate descriptions of research practice, rather than as accounts constructed for
particular purposes (such as getting published).

This situation may also be considered in terms of Giddens’ (1976) concept of the
double hermeneutic of social research, whereby researchers’ findings become part of
actors’ understandings of their settings. Thus there is the possibility that the criteria may
come to shape research practice, either explicitly as researchers adapt their reports to
ensure they demonstrate the required characteristics, or implicitly, as researchers
unreflexively adopt the criteria as measures of quality.

Of course, this may be precisely the objective of those promulgating such criteria,
but it is critically dependent on the second of the assumptions above, that demonstrating
conformance to the criteria is enough, in itself, to establish the quality of a piece of
research. As quality management research (e.g., Harari 1997) discusses, however, there
is a risk that fulfilment of criteria can become the objective in itself, without reference
to the wider aims of the research and that researchers simply use the criteria as a
template for reporting their work without this significantly influencing their research
practice.

2.3 Good Research Is Relevant

Similar concerns about technique being seen as more important than substance may
also be seen to lie behind the relevance vs. rigor debates in the IS literature (Benbasat
and Zmud 1999; Davenport and Markus 1999; Keen 1990; Turner et al. 1990; Zmud
1996), where critics have claimed that the emphasis on methodological rigor in IS
research has been at the expense of addressing relevant problems and engaging with
practitioner audiences. Although directed at IS research as a whole, the main target for
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complaints has been what is seen to be an excessive attention to methodological
refinement, especially in positivist studies of the sort recommended by Emery (1989),
that may be exacerbated by academic career incentives (Applegate and King 1999). Lee
(1999) also argues that positivist IS research, in seeking to emulate the natural sciences,
has a particular tendency to be driven by theory rather than practice.

More typically, however, relevance itself would not appear to have any specific
methodological implications; rather it is simply a matter of whether the research
“demonstrate[s] a meaningfulness regarding its application to the significant problems
being faced by today’s organizations and their members” (Zmud 1996, p. xxvii) in terms
of both the topics and the audiences it seeks to address. Relevance and rigor, it is thus
generally claimed, need not be incompatible and good research can, and should, strive
for both (Keen 1990; Zmud 1996). From a methodological perspective, therefore,
relevance focuses on the inputs and outputs of IS research, i.e., whether the research
topics are meaningful to practitioners and the results are presented in an accessible style,
rather than the process of research itself (except to the extent that this may detract from
meeting these objectives). It is, therefore, unable to serve as a source of guidance on
good methodological practice.

2.4 Good Research Is Multi-Methodological

The development of alternative criteria for judging non-positivist IS research may
be seen as one particular response to the calling into question of the scientific research
methodology as the only appropriate research methodology for IS research. More
generally, as the organizers of the first Manchester Conference proposed, “this might be
thought to argue strongly for an acceptance of a pluralism of methods in this area of
research” (Fitzgerald et al. 1985, p. 4). Similar arguments have also been advanced by
Allen and Ellis (1997), Landry and Banville (1992), Mingers (2001), and Smithson
(1990).

Pluralism in this context is often seen to refer to the use of multiple methods in one
piece of research. Fitzgerald et al., for example, talk of “the possibility that the
combination of two or more research approaches might lead to progress” (p. 5) (albeit
in the context of a discussion of the institutional barriers to pluralism). Thus the
limitations of the positivist, scientific method, it is suggested, may be overcome by
supplementing it with other methods. This theme has been taken up in a number of
subsequent studies (Gable 1994; Kaplan and Duchon 1988; Lee 1991; Markus 1994;
Mingers 2001; Sawyer 2000, 2001; Trauth and Jessup 2000) that have sought to
demonstrate the feasibility of such multi-method research and to propose it in some
cases, normatively, as a model for IS research practice.

In considering the merits of these claims it would seem necessary first to establish
what is meant by multi-method research, as this will affect what is feasible (and hence
whether it is sensible to advocate it as something to which IS researchers should aspire).
The key issue here would seem to be whether the methods it is proposed to combine
refers to the underpinning ontological and epistemological beliefs, sometimes referred
to as paradigms (Burrell and Morgan 1979), or simply relates to the mechanics of the
research process, such as the gathering of quantitative or qualitative data, or the use of
surveys or case studies, which, in themselves, carry no necessary philosophical
assumptions. Of course, in practice, these two aspects of research methods are often
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linked. Thus positivist researchers tend to favor experimental studies and surveys,
involving large numbers of subjects, whereas interpretivists typically favor interviews
and observations of smaller numbers of sites. As Jones (2000a) argues, however, many
such associations are a matter of convention, rather than being necessary, i.e., both
positivist and interpretivist researchers can, and do, use qualitative and quantitative data,
case studies, and surveys, if in quite different ways.

Accepting this distinction between the philosophy and practice of methods,
therefore, there would seem no particular issues with the feasibility of multi-method
research combining qualitative and quantitative data gathering. Research combining,
say, positivism and interpetivism within the same study, however, would seem to require
the simultaneous maintenance of contradictory beliefs. Hence Parker and McHugh
(1991) argue that for an individual researcher to pursue such a multi-paradigm
combination of methods would involve either that core beliefs can be changed as an act
of will, or that the researcher is capable of authentically feigning alternative beliefs, or
that they have multiple personalities which dominate at different times. It would also
seem unclear that such differences can be adequately reconciled within a research team
to permit integration (rather than just accommodation) of different perspectives. Thus,
as Jones (2000a) has shown, most, if not all, IS studies that claim to demonstrate such
integration do not, in practice, involve multiple paradigms, or retain unresolved
philosophical differences. The feasibility of such multi-paradigm research would,
therefore, seem unproven.

Despite, as Mingers (2003) acknowledges, the paucity of examples of such research,
however, it might still be the case that good research should be multi-method. Mingers
(2001, p. 243), for example advocates multi-method research on two grounds: firstly,
that all research settings are so complex and multidimensional that they would “benefit
from a range of methods” (although it is not specifically indicated whether this need
involve different research paradigms or be undertaken by the same researcher); and
secondly, because research is typically a process that involves different phases, that
“pose different tasks and problems for the researcher” for which different methods may
be more useful. Mingers also reports further advantages cited by Tashakkori and
Teddlie (1998) that strong pluralism enables triangulation of results, encourages
creativity through the discovery of paradoxical findings, and enables the scope of studies
to be widened.

Although these arguments may be attractive in suggesting the potential to achieve
aricher understanding of IS phenomena, they need to be weighed against some practical
and philosophical objections to multi-method research to decide whether it is something
that should be considered a mark of good IS research practice. Mingers (2001)
identifies some of these practical concerns in terms of the funding and assessment of
research, the training of researchers, and local research cultures. It might also be
questioned whether it is the best deployment of resources for individual researchers to
be expected to learn and apply multiple methods.

Philosophically, the argument that different methods are needed to illuminate
different aspects of reality rests on the assumption that there is a single reality,
independent of the observer, or the observation process, that is being studied. As Seale
(1999) discusses in the context of methodological triangulation, this view would be
challenged by idealist and constructivist researchers and relies on the inductivist fallacy
that valid conclusions can be reached from specific instances. While multi-method
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research may have some potential advantages, therefore, it is not without its drawbacks
and may also not offer the improved insights that its proponents claim.

The reasons for this may perhaps be better understood in terms of the types of
pluralism identified by Watson (1990). Thus the claims of Mingers (2001), that different
approaches provide only partial access to a complex reality and that a mixture of
methods is therefore necessary and ultimately reconcilable, represent only one of a
number of possible pluralist positions, each of which may be seen to have rather
different methodological implications.

Pluralism of hypotheses, for example, is perhaps closest to the position of IS
advocates of multi-method research in suggesting that there is a single reality, but that
different opinions are possible about it. Such opinions, it is suggested, may be incom-
patible, but incompatibility will disappear as truth is discovered. This may be seen to
suggest a contingent approach to methodology choice (Mingers [2001] describes this as
complementarism), adopting the principle of “horses for courses,” with a number of
valid methods, the choice of which will depend on the particular research question being
addressed. This assumes, however, that research questions have an intrinsic character
for which certain methods are best suited and that all researchers are pursuing a common
understanding.

Archic pluralism, on the other hand, does not assume a single reality, but argues that
it is constituted by the inquirer, so that each person has their own reality. Individual
perspectives, however, are seen to reflect essential possibilities of reason, so mutual
intelligibility and dialogue are possible, even if, as with translation between languages,
all concepts and nuances cannot be conveyed. Such a dialogical model, moreover, does
not require that there is agreement; rather, debate between methods can stimulate
independent development. Good research would therefore be seen as striving for
improvement on its own terms, but simultaneously seeking informed engagement with
other approaches.

Perspectival pluralism is perhaps the furthest from the assumptions of multi-method
advocates in suggesting that individuals do not experience the same world and thus that
each of us has our own reality. Different individuals’ views are therefore incom-
mensurable and the only possibility for research is to follow Feyerabend’s (1975) maxim
of “anything goes” and “let many flowers bloom,” as Fitzgerald et al. put it, with no
common basis for defining good research.

It does not follow, therefore, that an acceptance of methodological pluralism in a
research field necessarily means that good research should be multi-method. This is not
to argue that IS researchers should not undertake multi-method studies or that one
particular form of pluralism is correct, but simply to point out that pluralism per se does
not have specific methodological implications and that the methodological quality of IS
research papers may not perhaps be best assessed on the basis of whether they employ
multiple methods or not.

3 CHARACTERISTICS OF GOOD RESEARCH
METHODOLOGY: IN PRACTICE

It appears that the IS literature provides several different views on what good
research methodology should involve (and how it may be identified), each of which have
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their limitations. In the absence of universally accepted or, arguably, even plausibly
effective guidance on the methodology of IS research, it would seem interesting to see
which, if any, of these precepts are actually adhered to by IS researchers and, if they are
not complied with, what characteristics of good research methodological practice may
be identified from IS research studies.

3.1 Research Methodology

A grounded analysis (Strauss and Corbin 1990) was undertaken of a number of
papers seen to represent good IS research practice, namely “best papers” from MIS
Quarterly and from the International Conference on Information Systems, as identified
on the AIS Website. To enlarge the sample, empirical papers from the 1990, 1995, and
2000 IFIP WG8.2 conferences that included an explicit discussion of methodology were
also analyzed, yielding a total of 32 papers. These are listed in Appendix A.

All of the papers were examined and coded, focusing on the methodologies em-
ployed. This technique uses a form of content analysis where the data are read and cate-
gorized into concepts that are suggested by the data rather than imposed from outside
(Agar 1980). This is known as open coding (Strauss and Corbin 1990), and it relies on
an analytic technique for identifying possible categories and their properties and dimen-
sions. Once all of the data were examined, the concepts were organized by recurring
theme. These themes became prime candidates for a set of stable and common cate-
gories, which linked a number of associated concepts. This is known as axial coding
(Strauss and Corbin 1990), and it relies on a synthetic technique of making connections
between subcategories to construct a more comprehensive scheme. The data were then
reexamined and recoded using this proposed scheme, the goal being to determine the set
of categories and concepts that covered as much of the data as possible. This iterative
examination yielded a set of broad categories and associated concepts that described the
characteristics of the research methods employed (cf. Orlikowski 1993). The categories
are listed in Table 1.

For categories 5 to 17, no entry was made where no data were given in the paper.
For example, if a paper did not mention the research approach, then the entry was left
blank, even if it appeared that the paper was positivist or interpretivist. For these
categories, any qualifiers offered by way of explanation for how these issues were dealt
with in practice were also noted. For example, a response rate to a survey might be
qualified by explaining that this was “generally accepted as sufficient for path analysis”
(Nelson and Cooprider 1993).

3.2 Results

Perhaps the most striking feature of the analysis was the almost complete absence
of consistency in the way papers report their research methods. This extended to the
name of the research methods section, or even whether such a section was included in
the paper. Nine of the 32 papers had no research methods section, although five of these
were theoretical/methodological papers. Three of the four economics papers included
no separate discussion of methodology. Ofthe papers with a section discussing research
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Table 1. Characteristics of Research Methodology Discussion in IS Research Papers

Category Category name Defintion

1 Author Name of authors (for reference)

2 Year Year of publication

3 Venue MIS Quarterly, ICIS,or IFIP WGS.2

4 Version Extended abstract, conference paper or journal
version (where published)

5 Section heading ‘What name was given to the section, if any,
discussing research methods

6 Proportion of methods The length of the methods discussion as a

discussion percentage of the total length of the paper
7 Research approach Positivist, interpretive, critical, or other
Level of analysis Economy, institution, organization, group, or

individual

9 Sample The number and type of sites or instances studied

10 Respondents The types of individuals from whom data was
sought

11 Response rate The proportion (or number) of sites or individuals
approached who supplied data used in the study

12 Measurement The types of data gathered

13 Constructs The categories of responses

14 Pilot Whether a pilot study was conducted and what
role it served in the study

15 Reliability Measure of reliability used

16 Data analysis Method of data analysis employed

17 Other claims

methods, the titles (and the frequency with which they were used) included “Research
Method(s)” (5); “Methodology” (3); “Research Approach” (2); “Research Design” (2);
“Research Methodology” (2); and “Research Methodology and Data Collection” (1).
Other titles of sections in which research methods were discussed included “Con-
structing the Methodology,” “The Learning Audit Methodology,” and “The Study.”

The proportion of the paper devoted to methodology varied between 0 percent and
38 percent (for a paper reporting the methodology itself) with 8 of the 23 papers that
included a research methods section devoting less than 5 percent of the paper to their
discussion and the average being 11 percent. Some of the longer research methods
sections included large tables of variables and lists of equations, but a few provided
quite detailed accounts of, and justifications for, the research process adopted.

The research approach, where specified, was variously described in terms of the
reference discipline (e.g., organization studies), the form of data collection (e.g., case
study, field experiment, quasi-experiment), the philosophical stance (e.g., interpretive
and constructivist), and with reference to particular research traditions (e.g., ethno-
methodological and grounded theory).
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The level of analysis was specifically identified in only four papers, although for
many this was evident from the description of research conducted. More information
was usually given on the sample, although the numbers of units of analysis and the
duration of contact with them (where appropriate) was not always specified. For some
of the more quantitative papers, the numbers of units was very high, e.g., 16,5875 prices
(Wood and Kauftman 2000), 370 firms (Hitt and Brynjolfsson 1996). The qualitative
and interpretive papers, on the other hand, typically studied one or two cases. Only a
few papers commented on the sample selection, e.g., convenience (Nelson and
Cooprider 1993), random (Guimaraes 1995), theoretical sampling (Orlikowski 1993).

About half the studies reported the number of organizations or individuals
approached or interviewed (where appropriate), but in a few cases just their organi-
zational roles, e.g., senior HR manager or developer, or their credentials, e.g.,
knowledgeable individuals, were given. The numbers of interviewees varied between
4 and 159. Only the four studies using surveys reported response rates, while one study
reported only the number of valid responses.

Most papers provided information on the methods used to gather data, but only one
study reported using predefined measures. Rather, most simply described the type of
interviewing or observation and the types of secondary documentation studied. Three
papers reported the use of predefined constructs from previous studies, two more
described their constructs as field-driven, and four referred to specific theoretical
approaches as informing the analysis. Only three of the papers reported pilot studies and
the same number gave reliability measures (two Cronbach Alpha’s and one Cohen’s
Kappa).

Five of the research methods sections included discussion of data analysis. The
detail with which this was described however, varied from simply qualitative to
substantial descriptions of coding procedures. Other claims made in the description of
research methodology included reference to the number of pages of data collected and
the size of the research team.

Most studies described their research methods without qualifiers. Where
qualifications were offered, this was typically by reference to accepted practice in
reference disciplines or research of the particular type, often substantiated with
appropriate references. For example, Wilson and Howcroft (2000) justified their use of
a case study with the argument that it is “particularly relevant given the size and
diversity of the organization...[and also] recommended where there is a desire to gain
insight into emerging topics, but there is no need to control behavioral events or
variables” backed by references to Benbasat et al. (1987) and Yin (1993). A number of
such references were cited in several papers. Other claims were more vague. For
example Nelson and Cooprider (1993) explain that the key informant method is
“frequently adopted” and that “there was no reason to suspect systematic bias.” Some
authors also offered explanations for limitations of their methodology or sought to
counter possible alternative interpretations of findings. Toraskar (1990), for example,
explained that it had been intended to collect live data of participants using the
evaluation method, but this had proved infeasible so it was necessary to resort to an
anecdotal approach, while Guimaraes (1995), commented that “while no relevant
changes extraneous to the BPR project were apparent, this possible threat to the results
validity cannot be completely discarded.”
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Given the nature of the data collected, and the small sample size, it was not possible
to undertake a statistical comparison of the papers from the different venues. Apart from
the fact that the IFIP WGS.2 papers had already been selected for their discussion of
research methods, it was not evident that they were significantly different from the best
papers in terms of their reporting of methodology (if not in terms of their methods and
theoretical interests; Sawyer 2002).

4 DISCUSSION

What would seem clear from this analysis is that there is considerable variation in
how research methods are reported in IS papers, or indeed whether they are reported at
all in some cases. As the variety of terms used to describe the sections of papers
discussing research methods and their very different contents also indicates, there would
not seem to be a common understanding even of what is meant by the term research
methodology. While some authors (e.g., Mingers 2001) have attempted to identify some
of the different interpretations of the term, and others (e.g., Remenyi et al. 1998) have
offered their own definitions, what would seem clear is that it is difficult to envisage the
achievement of consensus on the characteristics of good research methodology without
agreement on even to what the term applies.

From an examination of the best papers, it would also seem that few, if any, of them
could be considered to demonstrate their adherence to the scientific method. Of course
this could be seen as indicating that even the best IS research papers are not of high
quality (or that the process for selecting best papers or conference submissions is faulty).
While there might be some who would argue that this is a valid conclusion, it would
seem more reasonable to suggest either that this indicates the inappropriateness of
demonstrating compliance with the scientific method as the sole criterion for assessing
IS research practice, or that good research cannot be evaluated solely in terms of
whether it reports certain things in its publications. This second conclusion would also
seemto apply equally to other criteria/principle-based approaches to evaluating research.
Indeed as Klein and Myers (1999) themselves demonstrate, a number of well-reputed
IS papers do not fulfil their principles.

The results of the analysis would seem to confirm Mingers’ (2003) findings
regarding the frequency of use of multi-method research. Only two papers reported the
use of qualitative and quantitative data and none were evidently multi-paradigm. In one
sense this could be seen as illustrating the cultural and institutional barriers to multi-
method research, but it could equally be taken to show that advocating that all IS
research should be multi-method research, even as an aspiration (Mingers 2001), may
be unrealistic.

Looking at the findings more critically, however, what would seem surprising is
how little information on research methods is actually given in many of the papers. This
is not just that some economists don’t seem to consider that methodology is something
that needs to be discussed in their papers, or that other papers devote almost all their
attention to reporting findings rather than how they were obtained, but that even when
papers do report on their research methods (or approaches, designs, or whatever),
significant aspects of the research process, which might have bearing on the findings, are
not mentioned at all.
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This is not to propose that there should be a checklist of items that every paper
should report, since one of the arguments of this paper is that such a checklist is unlikely
to be universally accepted, and, if promulgated with sufficient authority, may be more
likely to encourage ritualistic adherence than improved practice. At the same time,
however, there are papers in the research methods literature that discuss what a
researcher might be expected to tell their readers about the mechanics of the research
process (as opposed to the more philosophical principles of Klein and Myers). For
example, Taylor and Bogdan (1998) suggest that qualitative researchers should report
their methodology, the time and length of the study, the nature and number of settings
and informants, the research design, the researchers own frame of mind, the researcher’s
relationship with the informants, and the checks made on the data. While such
recommendations are likely only to apply to particular types of research and to be
guidance rather than prescriptions, they may nevertheless serve as stimuli for reflection
in the preparation of descriptions of research methods.

Whether or not IS researchers reflect on such guidance and seek to respond to it in
their papers, though, it would be wrong to consider what is reported in research papers
as bearing a one-to-one relationship with research practice. Thus even the most detailed,
reflexive account of research practice (e.g., Schultze 2000), while it may tell us a lot
more than a four line comment that a particular method was used (with appropriate
references), is still able to address only a tiny part of the research experience. Our
evaluation of the method in both cases involves trust that the author conducted the
research appropriately. No amount of appendices or instruments or datasets available
from the author can overcome this.

If what a paper tells us is insufficient to judge definitively the quality of the research
methods, but it is also accepted that the papers analyzed do meet some suitable quality
standard in terms of their methodology, then what does this suggest about good research
methods practice? Three general features of the papers studied may be identified. First,
it would seem from the variability of presentation and the limited information supplied
on research methods that this is not considered a critical element of good research, or
perhaps that deficiencies in the conduct or reporting of research can be balanced by
strengths elsewhere in the paper (especially given constraints on the length of papers in
these venues). Second, it would appear that the greater length devoted to discussion of
methods in some papers reflects a greater attention paid to the resources expended in
carrying out the research, for example, citing the large numbers of interviews undertaken
or the elaborate procedures adopted to validate and analyze findings, and extended
discussion of the precedents for the approach used. That is, longer discussions of
research methods tend to include more evidence and more elaborate arguments to
support their claims. Third, to the extent that conventions have been adopted in the
reporting of IS research methods, these would seem to relate more to the language and
style of the reporting than to the content. Thus there would appear to be certain
keywords and references that recur in research methods descriptions, although it is not
possible to judge whether this constitutes evidence of the existence of some limited
templates of the sort it has been suggested might be accentuated by attempts to define
criteria for research reports.

These findings may be seen to suggest that in research methods, as in other aspects
of the research process, the measure of good practice may be its outputs. That is, good
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research methods produce convincing accounts, however cursory their description, and
longer discussions are about making claims more credible. Thus, as Geertz (1988, p. 4)
writes with respect to anthropologists, the ability to

get us to take what they say seriously has less to do with either a factual look
or an air of conceptual elegance than it has with their capacity to convince us
that what they say is a result of their having actually penetrated (or, if you
prefer, been penetrated by) another form of life, of having, one way or another,
truly “been there.”

The researcher’s task is thus

to demonstrate, or more exactly to demonstrate again, in different times and
with different means, that accounts of how others live that are presented neither
as tales about things that did not actually happen, nor as reports of measurable
phenomena produced by calculable forces, can carry conviction (Geertz 1988,
p. 141).

Similar arguments are made by Van Maanen (1989) in drawing attention to the impor-
tance of writing in organization studies, and by Golden-Biddle and Locke (1997) in their
discussion of researchers’ stories.

What the findings also highlight, in the apparent absence of accepted standards of
reporting of research methods, are some of the means that are employed by IS
researchers in seeking to establish the methodological credibility of their work. One
important method would seem to be references to certain texts. Jones (2000b), for
example, showed that Burrell and Morgan (1979) were cited in 24 papers, Glaser and
Strauss (1968) in 16 papers, and Yin (1993) in 27 papers at IFIP Working Group 8.2
conferences between 1979 and 1999 (this may be compared to 34 papers citing Giddens,
the most frequently referenced social theorist, and 15 papers citing Foucault). In actor
network terms, as Latour (1987) describes, this may be interpreted as strengthening the
network through drawing in more actors and strategically orienting them to support the
author’s case. No matter, for example, that Benbasat et al. (1987) and Yin (1993) advo-
cate the scientific method, they can be used in an interpretative paper to justify the use
of case studies in exploratory research. Similar intertextual reinforcement would appear
to be at work in positivists’ reuse of others’ instruments and constructs. Perhaps the
greatest show of strength, though, as some of the economists demonstrate, is to not dis-
cuss research methods at all. By black-boxing the method, its authority is removed from
debate.

Interestingly, numbers, such as Cronbach’s Alpha scores or response rates, that are
generally seen as highly authoritative, appear, in these papers, to be insufficiently
persuasive on their own, requiring reinforcement with claims of their acceptability.
Numbers appear to carry greater weight, however, when used to denote Herculean
efforts in data collection or analysis. Qualifications also appear to play a significant role
in establishing credibility by seeking to preemptively disarm critics. This would seem
to take two forms: either appeals to some general authority, such as something being
frequently accepted, or more specific acknowledgment of potential weaknesses, evoking
the critics’ clemency and sympathy.
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While a more detailed analysis of these rhetorical strategies would no doubt be
fruitful, for the present purposes they would seem sufficient to suggest some of the
possible elements of apparently convincing IS research methods accounts. This is not
to propose that these could, or should, be translated into guidance/recommendations/
requirements for good research methods reporting. This is not just because the primary
concern of this paper is with research methods practice rather than its output, but
because, as has been emphasized, the outcomes of such guidance may even be counter-
productive. The point to be made, rather, is that, from a methodological perspective, the
IS research literature appears neither to provide effective guidance for research practice,
nor evidence of standards of good methodological practice.

S CONCLUSIONS

An examination of the guidance offered in the IS literature on the qualities of good
research methodology suggests that none of the available recommendations, if not
prescriptions, have sufficient acceptance to form a satisfactory basis for evaluating the
merits of research papers. Were they to somehow acquire such authority, moreover, they
would risk ossifying research methods reporting according to particular templates,
without necessarily improving research practice.

At the same time, however, an analysis of how IS research methods are reported in
the literature in practice reveals almost no consistency, even at the basic level of
terminology. Although this analysis did identify some features of these discussions,
these appeared to have more to do with constructing convincing accounts than with
demonstrating sound method. This need not be considered a cynical position, however.
As Geertz (1988, p. 145) argues,

all this is not to say that descriptions of how things look to ones subjects,
efforts to get texts exact and translations veridical...and rigorous examination
of one’s assumptions are not supremely worth doing for anyone who aspires to
[report on research]. It is to say that doing these things does not relieve the
burden of authorship, it deepens it.

The choice, therefore, is not between slavish following of boilerplates or complete
fiction. Paying careful attention to how we describe our research, in the light of our
acknowledged philosophical position, and awareness of the artifice involved in this
process are both necessary.
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